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PREFACE

The Civilian SpaceTechnologyInitiative (CSTI) High Rate/CapacityDataSystemsProgram,
under Data Systems Technology Working Group (DSTWG) management,sponsors the
developmentof high performancearchitectures,processors,storage,and systemtechnologies
neededto supportcomplexhighdataratescienceinstrumentsfor flight applicationsin the next
decade. The ConfigurableHigh RateProcessingSystem(CHRPS)is partof this program. Its
goal is to developanonboardsystemwith veryhighratedataprocessingandstoragecapabilityin
order to alleviate the problemsof sendinglarge amountsof data to the ground,via a limited
downlink resource. CHRPS will be adaptableto different instruments and missions by
reconfiguringin realtimeto supportvariousexperiments.

CHRPSconsistsof variousprocessors,storage,and otherEngineeringDevelopmentModules
(EDMs)connectedvia theCHRPSNetwork. TheEDMsarebeingdevelopedby variousNASA
Centers.GSFCCode735 is responsiblefor developinganEnhancedTest Bed (ETB) that will
providetestingandvalidationfor NASA'shighdatarateandhighdatacapacityprogram'sEDMs.

AmongtheEDMsbeingdevelopedare: a SpaceflightOpticalDisk Recorder(SODR)byLangley
ResearchCenter(LaRC),general-purposeprocessorsincludingan ImagingSpectrometerFLight
Processor(ISFLIP), GSFC'spipeline processor,a future SyntheticAperture RadarProcessor
(SARP)andAdvancedImagingProcessors(AIPs) by theJetPropulsionLaboratory(JPL), and
JPL's MAX/COSMOS andLaRC's VMP/COSMOSmultiprocessors.A CommonSpaceborne
MultiprocessorOperatingSystem(COSMOS)is theoperatingsystemandwill becomposedof a
Graph Management Operating System (GMOS) from LaRC and HYPHOS from JPL.
MAX/HYPHOS is JPL's multiprocessinghardware/softwaresystemarchitecture. JPL is als6
workingon technologydevelopmentfor storageandprocessors.AmesResearchCenter(ARC) is
working on technology developmentsuch as symbolic processorsand neural chips; and,
heterogeneoussystemsarchitectures. LaRC is also working on technologydevelopmentfor
networks,includingaMultipurposeFiberOptic Transceiver(MFOX). GSFC'sCHRPSNetwork
EDM will provide the connectivity for theother EDMs. GSFC is also working on lossyand
losslesscompressorsusingvariousalgorithmssuchasRice's andDiscreateCosineTransform
(DCT),aswell asaGaAs-basedprocessor.GSFCis providingtheETB facility.
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ONBOARDHIGH RATE/CAPACITYDATA SYSTEM
ENHANCEDTESTBED

PERFORMANCEREQUIREMENTS

1. INTRODUCTION

1.1 PURPOSE

The purpose of this document is to describe the Onboard High Rate/Capacity Data System
Enhanced Test Bed (ETB) performance requirements.

1.2 SCOPE

The ETB performance requirements are given. They will be used as input to trade studies and
design efforts to implement the ETB from which the specifications will result.

Only primary performance requirements are given. For example, the required error rate on the
fiber optics link will be stated; however, allocation of losses to fibers, connectors, switches, etc.,
which may contribute to the error rate, will be part of the design process. Data rates will be given,

but the choice of integrated circuit technology will be the result of trade studies considering
radiation hardness, cost, speed, etc.

1.3 ORGANIZATION

Section 2 gives an overview of the ETB and identifies the Engineering Development Modules
(EDMs) provided in the ETB facility. Capabilities of the EDMs that drive the ETB performance
requirements are also summarized in this section.

In Section 3, the Configurable High Rate Processing System (CHRPS) Network EDM, as the

backbone connecting all other EDMs, is described so users can understand its capabilities and how
it supports attached EDMs. Performance Testing and Validation Resources (PTVR) supporting the
ETB are also described.

Section 4 discusses possible evolution of the ETB and EDMs, but is not intended to preclude other
improvements which may be possible.

Section 5 consists of appendixes with reference material such as a glossary of acronyms and
terms, and lists of documents and standards referenced in the description of the ETB. A
suggested method of verifying the ETB is given in a test matrix.

ASG-5445-January 10, 1992 1-1



2. OVERVIEW OF THE ENHANCED TEST BED

This section describes the ETB as shown in Figure 2-1. The ETB consists of the CHRPS

Network EDM and PTVR. The CHRPS Network provides the backbone connectivity for
instruments, high capacity storage, image processors, and other future EDMs.

2.1 PURPOSE OF ETB

The ETB will provide for testing of NASA's onboard high rate and high capacity data handling
EDMs to be developed over the next decade, as well as to provide a demonstration and

development facility for the CHRPS itself. Developers can test their equipment in the ETB facility
and utilize the functionality provided.

The CHRPS concept has been motivated by the trend towards flying more instruments with ever

increasing data rates, which will exceed the Tracking and Data Relay Satellite System
(TDRSS) downlink capacity of 300 Mbps. Flexible reconfiguration of onboard processing
resources will allow instruments to process data on board and result in lessened demands on the

limited downlink resources. Reconfiguration will also result in lessened total demand for weight
and power.

2.1.1 General Requirements for Flight Ou_lifi_bility

The flight requirements to be considered in the CHRPS Network design are summarized in Table
2-1, and are based on a polar orbit mission and the Earth Observing System (EOS) General
Instrument Interface Specification (GIIS) requirements document.

2.2 DESCRIPTION OF THE EDMs

A description of each EDM in the ETB facility is given. The performance requirements of the
CHRPS Network EDM, which the other EDMs connect to, are presented in Section 3.

2.2.1 Configurable High Rate Processing System Netwgrk

The CHRPS Network is shown in Figure 2-2. The CHRPS Network consists of:

a. A high rate network for science data made up of an optical switch and a high rate interface
connected by fiber optic cabling

b. A low rate network for control and status

C. A CHRP System Controller Application (CSCA) executing in a dedicated computer, and

short-term plan (STP) that contains data fields for scenarios, operations, and time-tagged
commands

d. A gateway toTDRSS

e. A gateway to a spacecraft Local Area Network (LAN) or data bus

2.2.1.1 High Rate Network--The high rate network consists of an all optical, crossbar
(nonblocking) switch that provides high-speed paths for science data transmissions.

ASG-5445-January 9, 1992 2-1



ol
0..

"1-
0

a
LU

F-

UJ

E]
LU
Q
Z

"T-
Z
LU

J_ _mm

L

/_
/

/

/ i/
(/)

Z
iii
=!

n-
i--
(/)
z

z

1 _ I _(_ i
___ I _I

_w
Z

/

(/1
¢I-
0

ffl
I,LI

0
e_

W

n-
O
I,.-

if)

ILl
Iv"
W
"1-
)--
0

fJ..l-

=

0_

ASG-5445-January 7, 1992 2-2



Table 2-1

Summary of Flight Requirements

Summary of Flight Requirements to be Considered in the CHRPS Design
(Including ground storage, testing, and launch to orbit)

Note: Actual requirements will depend on the specific flight program using the CHRPS.

Radiation

EDMs must be designed for a 100 krad total dose at the component level. This value will
depend on the lifetime and the amount of shielding provided.

Note: Radiation dosage is very dependent on the location of the electronics on the
spacebome platform as well as the orbit.

Temperature

EDMs must operate in a temperature range from -25 to 50 degrees C with transients of
+10 degrees C per hour.

Humidity

EDMs must work from 1 to 100% humidity in salt air atmosphere.

Vacuum

EDMs must be able to function from 813 torr to 1 x 10E-10 torr.

Vibration and shock

The EDMs must be designed so that they can tolerate normal shuttle vibration, or other
launch vehicle such as Atlas or Scout, after being packaged and tested for flight.

Electromagnetic Compatibility

The EDMs must not produce more than 0.1 gauss and must not have a dipole moment of

more than 0.1 amp-meter2. They must be able to operate in juxtaposition with

payloads and experiments and be able to tolerate a 10 gauss transient field and 0.5 gauss
ambient condition.

ASG-5445-January 9, 1992 2-3



Table2-1 (Continued)

Physical

Size,weight,andpoweraremissionspecificbutmustbeminimized. Nospecific
allocationcanbemadeto theCHRPSNetworkor otherEDMs,asthis will dependon the
specificflight programthatusesthesedevices,but theseresourcesarealwaysscarce,and
thedesignmustusetheseaskeydrivers.

Reliability

Is missiondependent.CHRPSmayneedto operate15yearswithoutfailure. It must
operateafteronefailureandfail softafteradditionalfailures.

Contamination

Thematerialsusedmustnotcausecontaminationby outgassing.

Safety

TheEDMsmustbesafe.Therequirementsaremissionspecific.Theremustbeno
explosionhazardor noxiousfumes. TheEDMsmustnotbe flammable. Instruments
usingpyrotechnicsmustbereviewedbytheprogramfor safety.

ASG-5445-January9,1992 2-4
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EDMs connectto theCHRPSNetwork by way of a High RateInterface(HRIF). This interface
provideselectricalto opticalandoptical toelectricalconversions.

TheCHRPSNetworkis transparentto thedata. It is expectedthat usersof theCHRPSNetwork,
however, will useConsultative Committeeon SpaceData Systems(CCSDS) packetswhen
communicatingwith other EDMs, so as to avoid the problemof developingand testing new
protocols, which eachuserwould have to undertake. Consideringthe speedsand length of
scientific datastreams,retransmissionon board is not practical. Forward error correction,if
neededon board, must be provided by user's equipment. Retransmissionsto the ground
will behandledby theTransferFrameGenerator(TFG).

It is anticipatedthatultimatelytheHRIF will beincorporatedinto flight modules.

2.2.1.2 System Controllcr--CHRPS is controlled by a software application, the CSCA, that
controls the operations of the ETB according to an STP. This system controller function is written
in the high-level Ada language and resides in an ETB computer dedicated to the CHRPS Network
operations.

The STP is a plan composed of the steps for a processing scenario to be executed in the ETB

facility. The system controller converts the STP into a command sequence and distributes the
commands contained to the EDMs over the low rate network. Some of these commands will direct
the CHRPS Network to make connections between the various EDMs, while some direct the
storage or the various processors.

•2.2.1.3 Low Rate N¢l;w0rk--A low rate network is provided for command distribution and
status response collection. All EDMs will connect to this low rate network to receive commands to
be executed and to give status replies.

2.2.1.4 TDRSS Gateway--A TDRSS gateway connection to a communications subsystem will
be provided. It will have multiple data inputs at different rates and will produce a continuous bit
stream of data at a fixed data rate to the spacecraft (S/C) modulator. This data stream will be
formatted using CCSDS packets in a Multiplexing Protocol Data Unit (M_PDU).

2.2.1.5 LAN Gateway--A gateway to a LAN will provide a connection to the EOS Command

and Data Handling (C&DH) test bed that will simulate a spacecraft data bus and space-ground links
for the ETB.

2.2.2 Instruments

The ETB will be capable of supporting scientists' high data rate imaging instruments such as High
Resolution Imaging Spectrometer (HIRIS), Moderate Resolution Imaging Spectrometer (MODIS),
Synthetic Aperture Radar (SAR), and ASTER.

2.2.3 Processors

Various types of processors will be included in the ETB facility as they become available.

Functions such as data compression, information extraction, vector processing, corner
turning, etc., will be performed by these processor EDMs.

Processors and instruments can send data to each other as well as other EDMs through the CHRPS
Network at actual throughput data rates up to 800 (TBR) Mbps.

ASG-5445-January 10, 1992 2-6



2.2.4

ThestorageEDM is theSpaceflightOpticalDisk Recorder(SODR)thatis ahighcapacitystorage
deviceusingmultipleopticaldisksandinput/output(I/O) portstoachievebothhighvolumestorage
andhighdatarates.

SODR, usingHRIFs directedby the systemcontroller,provide flow control andratebuffering
capabilitybetweenEDMssuchasaninstrumentandaprocessor.

SODR will usemultiple I/O ports so as to servemultiple EDMs simultaneously. The actual
operating speedwill be on the order of 1 Gbps to allow for overheaddue to coding and
protocols.

A total storageof at least80Gbytes(640Gbits) will beprovidedby thelater stagesof ETB use.
Initially, atleast20Gbytes(160Gbits)will beprovided.

2.2.5 Other EDM,_

Other EDMs will be attached in the ETB facility as they become available.

2.3 PERFORMANCE TESTING AND VALIDATION RESOURCES

In addition to the EDMs, PTVR will be attached tothe ETB in order to verify that data are being
sent and processed correctly, and to verify the error rates of the transmissions. Test equipment
simulating the TDRSS link so as to check the data being sent to the communications subsystem is
also provided. This will be useful to assess the effect of transmission errors on the final data-
product.

The state of the network and the testing being performed will be graphically displayed. An ETB
Operating System (ETBOS) will assist in automating the testing and monitoring operations,
including keeping the status displays current.

Figure 2-3 illustrates the ETB and PTVR.

Performance Testing and Validation is described in more detail in Section 3.7.

ASG-5445-January 9, 1992 2-7



\ \

\
\

\
\

\
\

\

e-,

dl

ASG-5445-January 9, 1992 2-8



3. PERFORMANCE REOUIREMENTS OF THE CHRPS NETWORK EDM

The CHRPS Network provides the resources required to process, temporarily store, and condition
the data to be transmitted to the ground.

The CHRPS Network hardware and software performance requirements are given below. Other
EDMs are physically connected to the CHRPS Network by way of an HRIF and the low rate
network. Details of other EDMs shall be provided in their own documentation.

3.1 HIGH RATE NETWORK GENERAL REQUIREMENTS

The network error rate for the CHRPS Network, including the optical switch, fiber optics, and the
HRIF, must be better than the aggregate user error rate of 10E-12.

The network must support a distance of up to 50 meters between the HRIF and the optical switch.

3.2 OPTICAL SWITCH

The high rate network data paths are implemented by an optical switch and fiber optics. The
switch shall be an all-optical crossbar (nonblocking) switch that provides high-speed paths for
science data.

To meet the anticipated number of ports for instruments, storage, TDRSS gateway, and
processors, the switch shall, by the end of the ETB operational timeframe, be capable of at
least 32 by 32 input and output connections. This is based on allocating six ports to the SODR,
four ports to the TDRSS gateway, six ports to processors, eight ports to instruments, and eight-
ports for future EDMs and/or PTVR equipment use.

The optical switch shall receive commands over the low rate network, which shall direct it to

establish connections between the input and output ports of the EDMs. Any combination of input
and output ports can be connected simultaneously. One data source is allowed to broadcast data

to multiple input ports simultaneously. The switch shall be able to be completely reconfigured in
under 100 msec.

Each data path is capable of simultaneously handling a transmission rate of 1 Gbit/sec, so that the

net data throughput, including overhead, shall be 800 Mbit/sec (TBR) per path. This is based on
an extrapolation of current instrument rates. Coding, such as 4B/5B, will be determined as part of
the design process.

3.3 HIGH RATE INTERFACE

Each HRIF connects the user EDMs to a data path capable of handling a transmission rate of 1
Gbit/sec, so that allowing for overhead, thenet data throughput shall be 800 Mbit/sec (TBR).
HRIFs shall support any lower data rate used by the other EDMs.

The HRIF is insensitive to the data's bit patterns. The design is expected to require buffers that

may limit the maximum data packet. However, it shall support CCSDS M_PDU packets of any
length up to 882 (TBR) Bytes, at any rate up to its maximum capability.

The HRIF, when development is finished, shall be small enough so that it can be embedded in
other EDMs. The exact size will depend on the EDM design and implementation.

ASG-5445-January 9, 1992 3-1



3.4 SYSTEMCONTROLLER

TheCSCAshallresidein aCHRPSNetworkcomputer.Thecomputershallbeastandard1750A
GenericVHSIC SpaceborneComputer(GVSC). [Referto MIL-STD-1750A in Appendix B for
the specificationsof the 1750A,and NTIS 91 N 17277for theGVSC.] The softwareshallbe
implementedin Ada. TheCSCAshallreceivetheSTPfrom a simulatedspacecraftLAN or data
bus. The EOSC&DH test bed shall simulatethe spacecraftand its communicationslink to
theground in addition to thespacecraftLAN. The STPshallcontaindatafields for scenarios,
operations,andcommands.Time-taggedcommandsfrom the STPshall be loadedinto EDMs
andtheoptical switch,wherethey shallbeexecutedwhenrequired. Similarly, softwaremaybe
sentfrom thegroundfor executionin anEDM.

3.5 LOW RATE NETWORK

A low-speednetworkshallbeprovidedfor issuingcommandsandreceivingstatus.Thelow rate
networkmustsupportupto 31nodes.

In theETB, the low ratenetworkwill beimplementedwith MIL-STD-1553B,which is capableof
athroughputon theorderof a fewhundredkilobits persecond.

3.6 LAN GATEWAY

ALAN gatewaycapableof connectingto thespacecraftdatabusassimulatedby theEOSC&DH
testbed, shallbe providedto transfertheSTP from thesimulatedTDRSSlink to theCSCA in
thesystemcontroller'scomputer.

3.7 TDRSSGATEWAY

TheTDRSSgatewayshallhavefour input portsrunningatvariableratesfrom theoptical switch
andbecapableof five outputlinesrunningat fixed ratesof up to 60Mbpswith anaggregateof up
to 300Mbpsoutput.

The TDRSS gatewayshall connectto the HRIF and to the TFG accordingto their interface
connections.It shalltakethedatastreamsfrom theinputportsat thevariousratesanddeliverit in
a format acceptableto theTFG over thefive linesat fixed rates. The TFG shallprovide fill as
required.

3.8 PERFORMANCETESTINGAND VALIDATION RESOURCES

PTVR shallmeasureBit ErrorRate(BER)performance,bustraffic,anddatarates.

PTVR will beused to assistin verifying thatEDMs andtheETB facility areoperatingproperly.
Key to this verification processis ensuringthat the CHRPSNetwork is properlyproviding the
connectivityandthatthesystemcontrolleris sendingappropriateandtimelycommandsto theother
EDMs. PTVR will also verify the databeing sent to and from otherEDMs beforeand after
transmissionand/orprocessing.

The EOS C&DH testbed shall beusedto simulatethe spacecraftconnectionto the ETB and
CHRPS.TheSTPshallbeinitiatedon theEOSC&DH testbedandtransferredto theETB system
controllerapplication'scomputervia theLAN gatewayand thelow ratenetwork providedfor
commandandcontrol use.

ASG-5445-January10,1992 3-2



An ETBOSwill assistin automatingthetestingbeingperformed,includingmaintainingthestatus
displays.

Monitoring equipmentwill assisttheoperatorsin theETB facility by displayingwhatEDMs and
connectionsareactive,theamountsof databeingtransmitted,theerrorrates,andthecommands
beingexecutedby theEDMs. Thesewill all beautomaticallydisplayedon monitorsattachedto
PTVR equipment.Theinherenterrorratesof thetransmissionmediumandtheopticalswitchshall
bemonitoredwith acommercialBERtester.An adapterto thisequipmentshallbebuilt aspartof
theETB development.PossiblePTVRequipmentconnectionsverifying theopticalpathsis shown
in Figure3-1. A possibleBERverificationconnectionis shownin Figure3-2.

A SourceEncoderMultiplexerPacketizer(SEMP),shownin Figure3-3,shallsimulateanonboard
highrate imaginginstrument,andprovidedatafor testingpurposesaspartof the testequipment
resourcesavailable.

Additionalverificationcapabilitywill beavailableasappropriateto theEDMs beingtestedandthe
STPbeing executed. Original and processeddatashall be comparedwhendatacompression
techniquesareemployed. Imaging datacan bedisplayedbefore and after processing,and/or
storageEDMshavehandledthedata. Visualdisplayscanalsoindicatethecorrectoperationsof the
EDMs. Figure3-2 alsoshowsapossibletestsetupfor comparisonof imagingdata. Otherdata
canbecomparedby examiningthebits beforeandafter storageand/orprocessing.Databeing
transmittedthroughtheCHRPSNetworkcanbesimultaneouslysampledat thesenderandreceiver
by meansof a logic analyzerthatwill providecapability for analysisandcomparisonof received
datato thedataoriginally sent. An adaptertappingontoanEDM's HRIF input linescancapture
the dataactually sent. A possiblePTVR arrangementfor verification of the datasent to the
communicationslink is shownin Figure3-4. --

Figure3-5showstypicaldisplaysthatwill beavailableto assisttheusersof theETB facility. The
first displayshownindicateswhichconnectionshavebeenactivatedby commandsto theoptical
switch. The seconddisplaypresentstheamountof datatraffic beinghandledon selectedlinks
versusaselectedtime-intervalscale.Thethirddisplayindicatesrecentcommandsthat havebeen
executed,andupcomingcommandswhichareaboutto beexecuted.Thefinal displayindicatesthe
quality of all links by giving thecumulativeBER from a selectedpoint in timefor eachpossible
paththroughtheCHRPSNetwork. Out-of-toleranceresults,i.e., thoseexceeding10E-12BER,
will behighlightedin red. Zeroresultswill beshownin green,anderror rates better than the
10E-12will behighlightedin yellow.

Other displays,as indicatedis Figure 3-2,canshow imagedatabeforeandafter processingor
handlingfor avisualcheckon theeffectsof compressionor otherprocessing.

Data sentandreceivedcan be comparedbit by bit, and displayedon the systemcontroller's
display,in orderto verify thatit hasbeenproperlygeneratedandreceived.

ASG-5445-January9,1992 3-3
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4. ENHANCED TEST BED EVOLUTION

The ETB will commence development in the 1992 timeframe with a projected operational phase
starting from 1995 and running for several years. Over this period of time, it is expected that the
designs of the EDMs may evolve to incorporate improvements so as to meet all their requirements
by the end of the ETB operational timeframe. In some cases, preliminary or breadboard versions
will be provided for other EDMs to use while the ultimate version is still undergoing development.

The total amount of storage is also expected to grow as the technology used is refined.

The optical switch will evolve from the small number of ports (8 by 8) available initially, to a 16 by
16 capability early in the ETB life, and currently is planned to eventually become a 32 by 32
capability as the optical switching technology is improved over the life of the ETB.

If Advanced TDRSS (ATDRSS) comes on line during the life of the ETB, then it may be desirable
to replace the TDRSS gateway with one that is capable of running at the faster ATDRSS aggregate
data rate, which is anticipated to be a 650 Mbps downlink and a 50 Mbps uplink using Ka-band, in
addition to the 300 Mbps on Ku-band as is now available.

If ATDRSS does not come on line as planned for the 1997 timeframe, then alternatives providing
faster data rates, such as using Trellis Coded Modulation with the current TDRSS can be
investigated.

The HRIF will be developed so as to be small enough to be embedded within the flight modules
using it.

For flight use, the ETB components will need to be used in a redundant configuration so as to meet
the reliability requirements of flight. The CSCA will be upgraded to monitor and switch to the
redundant components as required.

More autonomy will migrate to the onboard system controller with an STP being implemented in a
macro type of format. This will allow for possible compression of the command sequences being
transmitted as well as using "template" sequences stored on board which only require filling in the
"blanks" such as start time, stop time, direction for field of view, etc.

The 1553B bus may evolve to the fiber optic version 1773 bus.
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5. P,

The following appendixes are included as part of the Functional Specifications of the Enhanced
Test Bed document:

Appendix A

Appendix B

Appendix C

Glossary of Acronyms and Terms

Referenced Documents and Standards

Test Matrix
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APPENDIX A

GLOSSARY OF ACRONYMS AND TERMS

This appendix lists, in alphabetical order, acronyms and special
terminology used in this document.
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Ada

AIP

ARC

ATDRSS

DOD Standardized Software Language

Advanced Imaging Processor

Ames Research Center

Advanced TDRSS

BER

BERT

Bit

Bit Error Rate

Bit Error Rate Test

Binary Digit

C&DH

CCSDS

CHRPS

CLK

CMD

CMOS

COSMOS

CSCA

CSTI

Command and Data Handling

Consultative Committee on Space Data Systems

Configurable High Rate Processing System

Clock

Command

Complementary Metal Oxide Semiconductor

Common Spacebome Multiprocessor Operating System

CHRP System Controller Application

Civil Space Technology Initiative

DCT

DMA

DSTWG

Discrete Cosine Transform

Direct Memory Access

Data Systems Technology Working Group

EDM

EOS

ETB

ETBOS

Engineering Development Module

Earth Observing System

Enhanced Test Bed

ETB Operating System

G

GaAs

Gbit

Gbit/s

GIIS

GMOS

Giga- SI unit for 10E-9

Gallium Arsenide

Gigabit

Gigabits per second

General Instrument Interface Specification

Graph Management Operating System
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GSFC

GVSC
GoddardSpaceFlightCenter

GenericVHSIC SpacebomeComputer

HIRIS

HYPHOS
High ResolutionImagingSpectrometer
JPLoperatingsystemfor MAX

_o

ISFLIP

Input/Output

Imaging Spectrometer Flight Processor

JPL Jet Propulsion Laboratory

LAN

LaRC

LeRC

Local Area Network

Langley Research Center

Lewis Research Center

M

MAX

Mbps

MFOX

MIL-STD

Mips

MODIS

M_PDU

Mega - SI prefix for 10E-6

JPL Multiprocessor system architecture (with HYPHOS)

Megabits per second

Multipurpose Fiber Optic Transceiver

Military Standard

Millions of Instructions per Second

Moderate Resolution Imaging Spectrometer

Multiplexing Protocol Data Unit

NASA National Aeronautics and Space Administration

OBC Onboard Computer

PTVR Performance Testing and Validation Resources

RAM

ROM

RTOP

RX

Random Access Memory

Read Only Memory

Research and Technology Objectives and Plans

Receiver
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sic

SAR

SARP

SEMP

SEU

SODR

STP

Spacecraft

Synthetic Aperture Radar

SAR Processor

Source Encoder Multiplexer Packetizer

Single-Event Upset

Spaceflight Optical Disk Recorder

Short-Term Plan

T

Tbit

TDRSS

TFG

TX

Tera - SI unit for 10E-12

Terabit

Tracking and Data Relay Satellite System

Transfer Frame Generator

Transmitter

VHSIC

VLSI

VMP

Very High-Speed Integrated, Circuit

Very Large-Scale Integration

LaRC-developed VHSIC Multiprocessor system

ASG-5445-January 9, 1992 5-5



APPENDIXB

REFERENCEDDOCUMENTSAND STANDARDS

This appendixcontainsalist of standardsreferencedin thisdocument,
andotherrelateddocumentsthatmaybeuseful.
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USEFULDOCUMENTSAND STANDARDS

Document ID

DR NO: UID-101

CCSDS 701.0-B-1

CCSDS 102-B.2

MIL-STD- 1553B

NTIS: 91 N 17277

MIL-STD-883C

ANS I/MIL-STD- 1815A

MIL-STD- 1750A

MIL-STD-490A

(Draft) Requirements for the Configurable High Rate Processor
System CHRPS, 27 January 1989

EOS Platform General Instrument Interface Specification, 23 March
1990.

Office of Aeronautics, Exploration, and Technology Civil Space
Technology Initiative High Rate/Capacity Data Systems Program
Plan, Revised July 1991

Advanced Orbiting Systems Networks and Datalinks: Architectural
Specification Blue Book, October 1989

Packet Telemetry

Military Standard Aircraft Internal Time Division Command/Response
Multiplex Data Bus

R. Mielko, Old Dominion University, Norfolk Virginia, Algorithm to
Architecture Mapping Model Multicomputer Operating System
Functional Specification

Test Methods and Procedures for Microelectronics

Reference Manual for the Ada Programming Language

16-Bit Computer Instruction Set Architecture

Specification Practices

ASG-5445-January 9, 1992 5-7



APPENDIXC

TEST MATRIX

This appendix lists the ETB Performance requirements and indicates the method of

performance verification. A short description of the requirement is stated for reference
along with the paragraph number containing that requirement.

The method of verification is def'med as follows:

I - Inspection
A - Analysis
T- Test

D- Demonstration

N/A - Not Applicable

MIL-STD-490 defines the methods.
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TableC-1
VerificationCrossReference

Method

IATD

N/A

N/A
T
T

N/A
I

D
I

T
T
T
T
T
T
T

N/A
T

D
T
T

N/A

D
D
D

T

Paragaph No.

3.0

3.1
3.1
3.1

3.2
3.2
3.2

3.2
3.2
3.2
3.2
3.2
3.2

3.2
3.2

3.3
3.3
3.3
3.3
3.3

3.4
3.4
3.4

3.4
3.4
3.4/3.8
3.4
3.4

N/A 3.5
I 3.5

A 3.5
I 3.5

N/A 3.6
I 3.6

D 3.6

N/A 3.7

I 3.7

Brief Description of Requirement

PERFORMANCE REQUIREMENTS OF THE ETB

HIGH RATE NETWORK GENERAL REQUIREMENTS
Error rate better than 10E-12
Distance of 50 meters

OPTICAL SWITCH

Optical crossbar (nonblocking)
High speed data paths
32 I/O ports
Receive commands over low rate

Establishes connections between any combination of ports
Broadcast data

Reconfigured in under 50 ms
Simultaneous transmissions

Rate of 1 Gbps

Throughput of 800 Mb/s (TBR) per path

HIGH RATE INTERFACE

Connect user EDM to data path
Supports lower data rates

Insensitive to data patterns
Packets up to 882 (TBR)

SYSTEM CONTROLLER

CSCA is in network computer
1750A
Ada

Receive STP via simulated bus

Test bed simulates spacecraft link
STP contains data fields

Time-tagged commands loaded

LOW RATE NETWORK
There is low rate network

Supports 31 nodes
1553B

LAN GATEWAY

Lan gateway exists
Transfers STP

TDRSS GATEWAY

TDRSS gateway exists
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Table C- 1 (Continued)

IATD
I

T
I

T
T

I
T

N/A

T
T
T

T
T
T

T
T
T
T
T

Paragaph No.

3.7
3.7
3.7
3.7
3.7
3.7
3.7

3.8

3.8
3.8

3.8
3.8
3.8
3.8/3.4
3.8

3.8
3.8
3.8
3.8
3.8
3.8
3.8
3.8

Brief description of requircm¢nt

4 input ports
Variable rates

5 output lines
Fixed rates

Aggregate 300 Mbps
Connects to HRIF and TFG

Proper format including fill

PERFORMANCE TESTING AND VALIDATION
RESOURCES

Measures BER with BERT
Measures bus traffic
Measures data rates

Assist verification of operation
Verify data sent/received

Test bed simulates spacecraft link

STP transferred via gateway and low
rate network

Assist in automating testing
Maintains status displays
Displays active connections
Displays volume of data
Displays error rates

Displays commands being executed
Displays are automatic
Adapter to BERT exists
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